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ABSTRACT 

In a world where digital threats evolve at a rapid pace, the weakest link in an organization’s cybersecurity 

armor is often human. This session delves into a retrospective analysis of significant cybersecurity 

mistakes, such as the T-Mobile data breach, the Dropbox phishing attack, and the collapse of Silicon 

Valley Bank that affected millions. 

We’ll dig into their stories, discuss the mistakes they made and their costs, and most importantly, what 

we can learn from them. This session also will shed light on the human factor of cybersecurity, 

emphasizing the need for user education to foster resilient, cyber-smart organizations.  

Join us as we transform the lessons learned from the past into real strategies and tools that you can use 

to improve your MSP and safeguard your client’s digital assets. 

LEARNING OBJECTIVES 

1. Understand some of the most key cybersecurity mistakes 

2. Learn how to extract key lessons and insights from cybersecurity incidents 

3. Gain an awareness of the best preventative measures you can take 

4. Exercise these as actionable strategies for your MSP 

SPEAKER BIO 

As a former hacker turned cyber-security expert, Nathan Taylor is currently a Security Advisor and 

Researcher at Galactic Advisors. With a background of working with MSPs as an engineer as well as the 

defense industry, he saw first-hand the human cost that security vulnerabilities could have on society.  

His team is on a mission to protect businesses by helping Managed Service Providers (MSPs) secure their 

cyber defenses by creating a network of cyber-warriors to protect 1 million people. 

WORKBOOK CONTENT 

CHRONICLE REFLECTION WORKSHEET 

Data Deluge: The T-Mobile Troubles 

Description: In 2021, T-Mobile suffered a significant data breach caused by a cybercriminal group utilizing 

a combination of social engineering and zero-day exploits targeting their customer data management 

system. The attackers gained unauthorized access to sensitive customer information, including names, 

addresses, phone numbers, and Social Security numbers. T-Mobile estimated that the incident cost the 

company approximately $350 million in remediation efforts, legal fees, and customer compensation. 

Key Insights and Takeaways 



• The incident highlighted the importance of robust cybersecurity measures, including secure data 

storage, encryption, and access controls. 

• It underscored the need for timely detection and response to mitigate the impact of a data 

breach. 

• The incident demonstrated the importance of proactive communication and transparency with 

affected customers and stakeholders. 

Reflection Area 

_____________________________________________________________________________________ 

_____________________________________________________________________________________ 

_____________________________________________________________________________________ 

_____________________________________________________________________________________ 

_____________________________________________________________________________________ 

Questions to Ask Yourself 

How can my MSP assist our clients in implementing strong data protection measures? 

_____________________________________________________________________________________ 

What incident response plans and strategies do we currently have in place? 

_____________________________________________________________________________________ 

How can we build trust with our clients and maintain transparent communication during a data breach? 

_____________________________________________________________________________________ 

Hook, Line, and Sinker: The Dropbox Deception 

In early 2022, Dropbox users were targeted in a sophisticated phishing attack that leveraged highly 

convincing email notifications mimicking legitimate Dropbox messages. The attackers used advanced 

social engineering techniques to trick users into visiting malicious websites and providing their login 

credentials. The incident highlights the need for user awareness training, email filtering, and robust anti-

phishing measures. 

Key Insights and Takeaways 

• The incident highlighted the need for robust user education and awareness to recognize and 

avoid phishing attacks. 

• It emphasized the importance of implementing multi-factor authentication (MFA) as an 

additional layer of security. 

• The incident demonstrated the critical role of email security measures and filters in detecting 

and blocking phishing attempts. 

Reflection Area 

_____________________________________________________________________________________ 



_____________________________________________________________________________________ 

_____________________________________________________________________________________ 

_____________________________________________________________________________________ 

_____________________________________________________________________________________ 

Questions to Ask Yourself 

How can we educate our clients about phishing attacks and promote a culture of security awareness? 

_____________________________________________________________________________________ 

What are some security measures and best practices to mitigate the risk of phishing attacks? 

_____________________________________________________________________________________ 

Do we have multi-factor authentication rolled out for all our client’s user accounts? 

_____________________________________________________________________________________ 

From Boom to Bust: The SVB Saga 

In 2023, Silicon Valley Bank (SVB), a prominent financial institution, experienced a collapse due to a 

series of bank runs and financial instability. The sudden collapse left SVB customers vulnerable to various 

phishing scams and fraudulent activities. Cybercriminals took advantage of the chaotic situation and 

launched targeted phishing campaigns, luring customers into revealing their personal and financial 

information. This incident highlights the importance of maintaining strong customer trust, implementing 

robust customer authentication measures, and enhancing cybersecurity resilience to protect against 

opportunistic cyber threats during times of financial turmoil. 

Key Insights and Takeaways 

• The incident emphasized the importance of effective risk management, internal controls, and 

governance in financial institutions. 

• It highlighted the need for regulatory compliance and adherence to industry standards to 

maintain stability and protect customer interests. 

• The incident underscored the significance of robust business continuity and disaster recovery 

plans to ensure uninterrupted services in the face of a crisis. 

Reflection Area 

_____________________________________________________________________________________ 

_____________________________________________________________________________________ 

_____________________________________________________________________________________ 

_____________________________________________________________________________________ 

_____________________________________________________________________________________ 

Questions to Ask Yourself 



How can we help our clients develop and maintain robust risk management strategies? 

_____________________________________________________________________________________ 

What steps do we have in place to ensure business continuity in the event of a crisis? 

_____________________________________________________________________________________ 

How do we help our clients implement effective disaster recovery plans before the worst happens? 

_____________________________________________________________________________________ 

INCIDENT ANALYSIS CHECKLIST 

Analyzing past incidents is a critical practice in the field of cybersecurity. By examining previous security 

breaches, data breaches, or other cyber incidents, organizations can gain valuable insights and 

knowledge to improve their security posture and mitigate future risks. While every incident is unique, 

they often share common concepts and elements that can be analyzed to extract key learnings. This 

incident analysis checklist serves as a guide to help your MSP dissect and understand past incidents 

more effectively. 

        Incident Overview 

▪ Summarize the incident, including affected systems, networks, and assets. 

▪ Assess the impact on confidentiality, integrity, and availability. 

Timeline 

▪ Create a detailed timeline of events leading up to and during the incident. 

▪ Identify the critical moments and sequence of actions. 

Scope and Impact 

▪ Determine the extent of the incident’s impact on data, operations, and stakeholders. 

▪ Evaluate the financial, reputational, and operational consequences. 

Root Cause Analysis 

▪ Investigate the vulnerabilities, weaknesses or misconfigurations exploited by the attacker(s). 

▪ Consider any external factors or threat actors involved. 

TTPs and Attack Vectors 

▪ Identify the tactics, techniques, and procedures used by the attacker(s). 

▪ Determine the specific attack vectors employed (e.g., phishing, malware, social engineering, 

denial of service). 

Keep in mind, this is not a checklist for incident response or even post-incident review. This does not 

replace proper incident response plans, business continuity, disaster recovery or any of the forensic work 

necessary after a real-world incident. 

PREVENTATIVE MEASURES CHECKLIST 



This Preventative Measures Checklist outlines key actions that MSPs should consider when fortifying 

their defenses. These measures are designed to address common vulnerabilities and provide a 

foundation for a robust cybersecurity strategy. By implementing these measures consistently, MSPs can 

reduce the likelihood of security breaches, protect client data, and maintain the trust of their customers.   

The checklist covers a range of areas, including access controls, system updates, employee training, 

vulnerability assessments, intrusion detection, log monitoring, backup and recovery planning, and 

incident response procedures. By following these guidelines and customizing them to suit specific 

organizational needs, MSPs can build a proactive security framework that mitigates risks and ensures a 

resilient and secure environment for their clients. 

Implement Strong Access Controls 

▪ Enforce multi-factor authentication for all user accounts. 

▪ Regularly review and update access privileges based on the principle of least privilege. 

▪ Enable account lockouts and password complexity requirements. 

Regularly Update and Patch Systems 

▪ Establish a systematic patch management process to ensure timely updates. 

▪ Regularly update and apply security patches to operating systems, software, and firmware. 

▪ Monitor vendor advisories and security bulletins for critical vulnerabilities. 

Conduct Security Awareness Training 

▪ Educate employees on cybersecurity best practices and potential threats. 

▪ Provide training on identifying phishing emails, social engineering attempts, and suspicious 

activities. 

▪ Reinforce the importance of password hygiene and secure data handling practices. 

Perform Regular 3rd Party Vulnerability Assessments and Penetration Testing 

▪ Use a 3rd party to check your work by running periodic vulnerability assessments to identify and 

address security weaknesses. 

▪ Perform penetration testing to simulate real-world attacks and identify potential vulnerabilities. 

▪ Prioritize and remediate identified vulnerabilities based on risk levels. 

Implement EDR/MDR and XDR systems as well as AV 

▪ Set up Endpoint Detection and Response (EDR) and Managed Detection and Response (MDR) 

systems for real-time monitoring, threat detection, and incident response. 

▪ Deploy an Advanced Antivirus (AV) solution with behavior-based analysis, machine learning, and 

threat intelligence capabilities. 

▪ Regularly update AV definitions and perform system scans. 

Enable Log Monitoring and Analysis 

▪ Implement a centralized log management system to collect and analyze logs from critical 

systems. 

▪ Regularly review and analyze logs for indicators of compromise and suspicious activities. 



▪ Establish alert mechanisms for timely incident detection and response. 

Backup and Disaster Recovery Planning 

▪ Regularly back up critical data and verify the integrity of backups. 

▪ Develop and test a comprehensive disaster recovery plan. 

▪ Store backups securely and offsite to ensure data availability in the event of an incident. 

Establish Incident Response Procedures 

▪ Create an incident response plan that outlines roles, responsibilities, and response procedures. 

▪ Conduct regular tabletop exercises and simulations to test and refine the incident response plan. 

▪ Establish communication channels and partnerships with relevant stakeholders for coordinated 

response efforts. 


